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Abstract— The World Wide Web has becoming one of the most valuable resources for information retrievals and knowledge 
discoveries. The WWW is a fertile area for data mining research. From its very beginning, the potential of extracting valuable knowledge 
from the Web has been quite evident. Web mining - i.e. the application of data mining techniques to extract knowledge from Web 
content, structure, and usage - is the collection of technologies to fulfill this potential. In this we review the Web mining techniques. 
Then we focus on one of these techniques: the Web structure mining. Within this technique, we introduce link mining and review two 
popular methods applied in Web structure mining: HITS and PageRank. 

 
Index Terms— Data Mining, HITS, Page Rank, Web Content Mining, Web Mining, Web Structure Mining, Web Usuage Mining   
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1   INTRODUCTION                                                                     
eb mining is the  application of data mining tech-
niques to extract knowledge from web data. Web min-
ing can be considered as the applications of the gen-

eral data mining techniques to the Web. Even though Web 
contains huge volume of data, it is distributed on the inter-
net. Before mining, we need to gather the Web document 
together.Web pages are semi-structured, in order for easy 
processing; documents should be extracted and represented 
into some format. 
 

2   WEB MINING OVERVIEW 
 Web mining has divided into the following tasks: 
1. Resource finding: the task of retrieving intended Web doc-
uments. 
2. Information selection and pre-processing: automatically select-
ing and pre-processing specific information from retrieved 
Web resources. 
3. Generalization: automatically discovers general patterns at 
individual Web sites as well as across multiple sites. 
4. Analysis: validation and/or interpretation of the mined 
patterns. 
Web mining tasks can be classified into three categories: Web 
content mining, Web structure mining and Web usage min-
ing. There are two different approaches to categorize Web 
mining. In both, the categories are reduced from three to two: 
Web content mining and Web usage mining. In one, Web 
structure is treated as part of Web Content; while in the oth-
er, Web usage is treated as part of Web Structure. All of the 
three categories focus on the process of knowledge discovery 
of implicit, previously unknown and potentially useful in-
formation from the Web. Each of them focuses on different 
mining objects of the Web. As follows, we provide a brief 
introduction about each of the categories. 

Web content mining targets the knowledge discovery, in 
which the main objects are the traditional collections of text 
documents and, more recently, also the collections of multi-
media documents such as images, videos, audios, which are 
embedded in or linked to the Web pages. Web content min-
ing could be differentiated from two points of view: the 
agent-based approach or the database approach. The first 
approach aims on improving the information finding and 
filtering and could be placed into the following three catego-
ries: 
1. Intelligent Search Agents. These agents search for rel-
evant information using domain characteristics and user pro-
files to organize and interpret the discovered information. 
2.  Information Filtering/ Categorization. These agents use 
information retrieval techniques and characteristics of open 
hypertext Web documents to automatically retrieve, filter, 
and categorize them. 
3.  Personalized Web Agents. These agents learn user 
preferences and discover Web information based on these 
preferences, and preferences of other users with similar in-
terest. 
The second approach aims on modeling the data on the Web 
into more structured form in order to apply standard data-
base querying mechanism and data mining applications to 
analyze it. The two main categories are multilevel databases 
and Web query systems. For further information about Web 
content mining. 
Web structure mining focuses on the hyperlink structure of 
the Web. The different objects are linked in some way. Simp-
ly applying the traditional processes and assuming that the 
events are independent can lead to wrong conclusions. How-
ever, the appropriate handling of the links could lead to po-
tential correlations, and then improve the predictive accuracy 
of the learned models. Two algorithms that have been pro-
posed to lead with those potential correlations: HITS and 
PageRank, and Web structure mining itself will be discussed 
in the next section. 
Web usage mining focuses on techniques that could predict 
the behavior of users while they are interacting with the 
WWW. Web usage mining collects the data from Web log 
records to discover user access patterns of Web pages. There 
are several available research projects and commercial prod-
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ucts that analyze those patterns for different purposes. The 
applications generated from this analysis can be classified as 
personalization, system improvement, site modification, 
business intelligence and usage characterization.  
The challenges involved in web usage mining could be di-
vided in three phases: 
1. Pre-processing. The data available tend to be noisy, in-
complete and inconsistent. In this phase, the data available 
should be treated according to the requirements of the next 
phase. It includes data cleaning, data integration, data trans-
formation and data reduction. 
2. Pattern discovery. Several different methods and algo-
rithms such as statistics, data mining, machine learning and 
pattern recognition could be applied to identify user pat-
terns. 
3. Pattern Analysis. This process targets to understand, visu-
alize and give interpretation to these patterns. 
Web usage mining depends on the collaboration of the user 
to allow the access of the Web log records. Due to this de-
pendence, privacy is becoming a new issue to Web usage 
mining, since users should be made aware about privacy 
policies before they make the decision to reveal their person-
al data. 
We should note that there is no clear boundary between the 
above categories. As we mentioned, the two or three catego-
ry definitions are quite acceptable, showing that Web content 
mining, Web structure mining and Web usage mining could 
be used isolated or combined in an application. 
 
3   WEB STRUCTURE MINING 
The challenge for Web structure mining is to deal with the 
structure of the hyperlinks within the Web itself. Link analy-
sis is an old area of research. However, with the growing 
interest in Web mining, the research of structure analysis had 
increased and these efforts had resulted in a newly emerging 
research area called Link Mining, which is located                                                                                                                       
at the intersection of the work in link analysis, hypertext and 
web mining, relational learning and inductive logic pro-
gramming, and graph mining. There is a potentially wide 
range of application areas for this new area of research, in-
cluding Internet. The Web contains a variety of objects with 
almost no unifying structure, with differences in the author-
ing style and content much greater than in traditional collec-
tions of text documents. The objects in the WWW are web 
pages, and links are in, out- and co-citation (two pages that 
are both linked to by the same page). Attributes include 
HTML tags, word appearances and anchor texts. This diver-
sity of objects creates new problems and challenges, since is 
not possible to directly made use of existing techniques such 
as from database management or information retrieval. Link 
mining had produced some agitation on some of the tradi-
tional data mining tasks. As follows, we summarize some of 
these possible tasks of link mining which are applicable in 
Web structure mining. 
1. Link-based Classification.  
Link-based classification is the most recent upgrade of a clas-
sic data mining task to linked domains. The task is to focus 

on the prediction of the category of a web page, based on 
words that occur on the page, links between pages, anchor 
text, html tags and other possible attributes found on the web 
page. 
2. Link-based Cluster Analysis. 
 The goal in cluster analysis is to find naturally occurring 
sub-classes. 
The data is segmented into groups, where similar objects are 
grouped together, and dissimilar object are grouped into 
different groups.  
Different than the previous task, link-based cluster analysis is 
unsupervised and can be used to discover hidden patterns 
from data. 
3. Link Type.  
There are a wide range of tasks concerning the prediction of 
the existence of links, such as predicting the type of link be-
tween two entities, or predicting the purpose of a link. 
4. Link Strength.  
Links could be associated with weights. 
5. Link Cardinality.  
The main task here is to predict the number of links between 
objects. There are many ways to use the link structure of the 
Web to create notions of authority. The main goal in develop-
ing 
applications for link mining is to made good use of the un-
derstanding of these intrinsic social organization of the Web. 
 
4   HITS AND PAGE RANK METHOD 
In this section we review two approaches: HITS concept and 
PageRank method. Both approaches focus on the link struc-
ture of the Web to find the importance of the Web pages.    
A. HITS: Computing Hubs and Authorities 
In HITS concept, Kleinberg identifies two kinds of pages 
from the Web hyperlink structure: Authorities and hubs. For 
a given query, HITS will find authorities and hubs. 
 
 
 
 
 
 
 
 
 
 
 
Hubs          Authorities 
 
 

Unrelated Page of large In-degree 
 

Fig. 1 A densely linked set of Hubs and Authorities 
 

Although HITS provides good search results for a wide 
range of queries, HITS did not work well in all cases due to 
the following three reasons: 
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1. Mutually reinforced relationships between hosts. Some-
times a set of documents on one host point to a single docu-
ment on a second host, or sometimes a single document on 
one host point to a set of document on a second host. These 
situations could provide wrong definitions about a good hub 
or a good authority. 

 
 

X[p] = sum of y[q], for all q pointing to p 
       q1 
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  Page p 
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    q3      
    q2 
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Fig. 2 The basic operations of HITS 

2. Automatically generated links. Web document generated 
by tools often have links that were inserted 
by the tool. 
3. Non-relevant nodes. Sometimes pages point to other pages 
with no relevance to the query topic.  
 
5   PAGERANK MODEL 
L. Page and S. Brin proposed the Page Rank algorithm to 
calculate the importance of web pages using the link struc-
ture of the web. In their approach Brin and Page extends the 
idea of simply counting in-links equally, by normalizing by 
the number of links on a page. The Page Rank algorithm is 
defined as: “We assume page A has pages T1...Tn which 
point to it (i.e., are citations). The parameter d is a damping 
factor, which can be set between 0 and 1. We usually set d to 
0.85. There are more details about d in the next section. Also 
C (A) is defined as the number of links going out of page A. 
The Page Rank of a page A is given as follows:  
  
PR (A) = (1-d) + d (PR (T1)/C (T1) + ... + PR (Tn)/C (Tn)) (1) 
 
Note that the Page Ranks form a probability distribution 
over web pages, so the sum of all web pages’ Page Ranks will 
be one.” And “The d damping factor is the probability at 
each page the “random surfer” will get bored and request 
another random page.” 
Note that the rank of a page is divided evenly among its out-
links to contribute to the ranks of the pages they point to. The 
equation is recursive, but starting with any set of ranks and 
iterating the computation until it converges may compute it. 
Page Rank can be calculated using a simple iterative algo-
rithm, and corresponds to the principal eigen vector of the 

normalized link matrix of the web. Page Rank algorithm 
needs a few hours to calculate the rank of millions of pages. 
 Applications 
HITS was used for the first time in the Clever  search engine 
from IBM, and PageRank is used by Google combined with 
other several features such as anchor text, IR measures, and 
proximity.  
 
The notion of authoritativeness comes from the idea that we 
wish not only to locate a set of relevant pages, but rather the 
relevant pages of the highest quality. However, the Web con-
sists not only of pages but also of links that connect one page 
to another. This structure contains a large amount of infor-
mation that should be exploited.  
PageRank and HITS belong to a class of ranking algorithms, 
where the scores can be computed as a fixed point of a linear 
equation. Bianchini noted that HITS and PageRank are used 
as starting points for new solutions, and there are some ex-
tensions of theses two approaches. There are other link-based 
approaches to be applied on the Web.  
Besides being used for weighting Web pages, link resource 
can also be used for clustering or classifying Web pages. The 
principle is based on the assumption that (1) if page p1 has a 
link to page p2, p1 should be similar to p2 in content, and (2) 
if p1 and p2 are co-cited by some common pages, p1 and p2 
should also similar. Web pages can be clustered into a lot of 
connected page communities with respect to their citation 
and co-citation strengths among the pages. In fact, Ziv Bar-
Yossef and Sridhar Rajagopalan put all the algorithms, which 
uses links, to three categories. 
1. Relevant Linkage Principle: Links points to relevant re-
sources. 
2. Topical Unity Principle: Documents often co-cited are re-
lated, as are those with extensive bibliographic overlap. This 
idea is previous addressed by Kesseler for bibliographic in-
formation retrieval in. 
3. Lexical Affinity Principle: Proximity of text and links with-
in a page is a measure of the relevance of one to another. 
Even though those link algorithms can always provide a 
good support for Web information retrievals, clustering and 
knowledge discoveries on the Web, authors also find prob-
lems associated with those technologies. 
 
6   CONCLUSION 
In this paper we survey the research area of Web mining, 
focusing on the category of Web structure mining. We had 
introduced Web mining. Later in the paper when we had 
discussed Web structure mining, and introduced Link min-
ing, as well as block-level link mining issues. We had also 
reviewed two popular algorithms to have an idea about their 
application and effectiveness. Since this is a huge area, and 
there a lot of work to do, we hope this paper could be a use-
ful starting point for identifying opportunities for further 
research. 
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